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Abstract

This review describes methods used in comparative effectiveness research (CER). The aim of CER is to improve decisions that affect medical care at the levels of both policy and the individual. The key elements of CER are (a) head-to-head comparisons of active treatments, (b) study populations typical of day-to-day clinical practice, and (c) a focus on evidence to inform care tailored to the characteristics of individual patients. These requirements will stress the principal methods of CER: observational research, randomized trials, and decision analysis. Observational studies are especially vulnerable because they use data that directly reflect the decisions made in usual practice. CER will challenge researchers and policy makers to think deeply about how to extract more actionable information from the vast enterprise of the daily practice of medicine. Fortunately, the methods are largely applicable to research in the public health system, which should therefore benefit from the intense interest in CER.
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INTRODUCTION

Clinical researchers are excited about comparative effectiveness research (CER) because of its potential to address research questions that have long been ignored. Although CER studies had appeared over the past 50 years, a program focused on CER did not exist until recently. The American Reinvestment and Recovery Act of 2008 allotted $1.1 billion to support CER. The Patient Protection and Affordable Care Act of 2010 (PPACA, the health reform legislation) created the Patient-Centered Outcomes Research Institute (PCORI). The estimated annual revenue of this public-private organization will be $500 million derived principally from a per-capita tax levied on insurance companies and the Medicare program (45, 46). The Affordable Care Act directs PCORI to set national priorities for CER topics and formulate a “research project agenda.”

In 2009, the Institute of Medicine (IOM) (37) defined CER as follows:

"[T]he generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat, and monitor a clinical condition or to improve the delivery of care. The purpose of CER is to assist consumers, clinicians, purchasers, and policy makers to make informed decisions that will improve health care at both the individual and population levels." (p. 41)

The definition of CER in the Patient Protection and Affordable Care Act [Pub. L. 111-148 (2010)] is similar:

"The term “comparative clinical effectiveness research” means research evaluating and comparing health outcomes and the clinical effectiveness, risks, and benefits of 2 or more medical treatments, services, and items described in subparagraph (B)." (p. 630)

The key elements of CER are (a) direct comparisons of active treatments; (b) study patients, clinicians, and interventions that are representative of usual practice; and (c) a focus on helping patients, clinicians, and policy makers to make informed choices. These elements have several implications for the principal methods of CER, which are randomized trials, observational research, and decision analysis.

First, of necessity, observational research will have a prominent place in the PCORI research project agenda. Because differences in treatment effects will be smaller in head-to-head comparisons of active treatments than in placebo-controlled trials, studies will require larger study populations, longer follow-up, or both. These requirements are more easily met with observational studies that use large data sets collected over the course of usual practice.

Second, the results of CER will often sacrifice internal validity for external validity. A central goal of CER is to obtain results that typical clinicians can confidently apply to typical patients (i.e., external validity). The best way to assure external validity is to study interventions, clinicians, and patients that are typical of community practice, which will often mean using data that were not gathered for research purposes and are therefore plagued with missing data and subject to confounding.

Third, CER seeks the information that patients, physicians, and policy makers need to make informed decisions when the choice is between alternatives with uncertain outcomes. The two principal elements of decision making under uncertainty are probabilities and preferences. Obtaining this information in representative practice settings will be difficult unless somehow integrated into the routines of daily practice.

CONTENT AND AUDIENCE

Why should public health practitioners be interested in CER? The IOM and PPACA definitions of CER reflect a medical model, in which individual patients and their physicians make decisions. Interventions directed at the population-level causes of disease appear to be outside the scope of CER, at least as defined in federal law. Decisions about the deployment
of resources take place in three domains: the care of individual patients, policy making about clinical care, and public health policy. Most of the elements of decision making are the same in these three domains. Despite this commonality, public health decision making and policy making do differ from individual decision making. The target of public health decision making and public policy is the population (which means less room for considering individual characteristics and preferences), and the decision makers are public officials rather than clinicians and their patients. In public health practice, the interventions are directed less at the biological mechanisms of disease and more at the behavioral and social conditions that result in disease, unlike policy making and clinical decisions.

That said, many domains overlap. Many therapeutic or preventive treatments are applied to large populations, and clinical policies in these realms have population-level impacts. In prevention, questions about prostate-specific antigen and mammography rely on evidence from CER and are, in many respects, public health issues. Drug safety presents similar concerns; policy decisions about Vioxx and Avandia—which are prescribed by doctors and taken by individuals—were based largely on public health considerations, and the United States Food and Drug Administration (USFDA) leaders have outlined their conception of it as a public health agency (31). Finally, decisions by insurance entities, particularly the Centers for Medicare and Medicaid Services, about which medical procedures to reimburse typically can rely on CER and affect public health both directly and indirectly by shifting resources from one domain of health care to another. Thus, many clinical decisions and policies that depend on CER do not affect only public health, but policy makers often invoke public health considerations to explain their decisions. Finally, the essentials of decision making in the medical care system and the public health system are similar. Decision makers strive to be evidence based. They use similar research methods (1, 10, 22). More importantly, both must make decisions despite imperfect evidence and with uncertainty about the outcome of the decisions. Although the principal focus of this article is CER in a medical setting, we do try to point out applications and caveats for public health decision makers.

A GRAND SYNTHESIS

Figure 1 puts each of the topics of this review into its place in the flow of activities that starts with research and ends with information designed to assist with decisions about patient care (see the figure caption for details). Each element of this review has a place on Figure 1.

OBSERVATIONAL STUDIES

An observational study uses data from patient care as it occurs in real life. Sources of data include patients’ medical records, insurance claims, and surveys. Here is a hypothetical example: researchers would obtain medical records of patients who had a diagnosis of early-stage prostate cancer. They would search each record for items on a prespecified list of demographic and clinical data, including treatment and vital status 10 years later, enter their findings in a data base, and do a statistical analysis to identify the predictors of survival. Perhaps, after adjustment for differences in age and comorbidity, radical prostatectomy was associated with better survival than was radiation therapy. In reporting this result, the authors would discuss the possibility that radical prostatectomy causes better survival than radiation therapy. They would have to address the possibility that more patients died with radiation therapy because physicians persuaded sicker patients to have radiation therapy and healthier patients to have radical prostatectomy. In this example, being older and sicker confounds the relationship between treatment and outcome because it affects the choice of treatment and also affects treatment outcome. Maybe radical prostatectomy causes better prostate cancer outcomes, but one cannot be sure. This example introduces the topic of confounding by indication, whereby characteristics that
In observational studies that compare two or more treatments, confounding by indication is especially important. Solving this problem would remove a major roadblock to using observational studies to achieve the goals of CER. Physicians choose a treatment in part because the patient’s clinical features match up with the established indications for the treatment. In principle, the best way to address confounding by indication is to compare treatment outcomes in subpopulations in which patients had the same reason for choosing a treatment but had different treatments (e.g., a hypertensive patient who develops heart failure might choose from among several drugs that would treat both conditions). This strategy would require the physician to record the reasons for choosing a treatment. Barriers to this solution include the need to elicit cooperation of busy clinicians and the implicit assumption that the physician’s report was complete and accurate.

Data quality will be a problem with many observational CER studies. Public health researchers and epidemiologists usually work with data sets that were obtained prospectively for research. The NHANES (National Health and Nutrition Examination Survey) and the Framingham Study are examples, as would be observational studies designed to test a specific hypothesis. Typically, low-quality data—missing data, missing patients, and non-standardized data definitions—are relatively
minor problems. CER studies of patient care in representative patients and clinical settings will use data obtained during daily practice and recorded in an electronic medical record. Currently, the Veterans Administration health care system is the best example of a large health care system whose clinical sites share the same medical record system. Consortia of large health care organizations have developed data-sharing networks (6), which have received substantial support from the American Recovery and Reinvestment Act of 2009 (65). Electronically stored data from daily practice are likely to be of low quality. Physicians differ from each other in the data set that they obtain for a problem such as chest pain, and individual clinicians typically do not obtain exactly the set of data from patient to patient. Between-clinician and within-clinician variation in phrasing a question means that the meaning of the data they do record may vary. Data quality will be a large problem with observational studies of patients in the community.

Coping with Confounding: Propensity Score Analysis

Propensity score analysis (Figure 2) is one approach. Its aim is fundamentally the same as asking clinicians to state the reason for choosing a treatment, but it approaches the analytic problem in a manner that offers both practical and theoretical advantages. Propensity scores are used mainly in contexts where the effects of binary treatment choices (i.e., treatment 1 or treatment 2) are being assessed, although they have been extended to multiple treatments and continuous exposures (62). Propensity score analysis occurs in two stages. The first stage involves developing a statistical model for the chance of the patient receiving a particular treatment, given all their measured characteristics (9). This model produces the propensity score, which is the estimated probability, or propensity for a patient with those characteristics to have received a given therapy. This sets the stage for comparing treatment outcomes in similar patients, where
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"similar" means having a similar probability of receiving a specified treatment.

The second stage of a propensity score analysis involves developing a model to predict the clinical outcome. Those potential factors that are bundled into the propensity score are controlled for in this step. The most common such model is nonparametric; patients are stratified into quantiles of the propensity score (usually numbering 5–8) and then the treatment effect is estimated within each strata and averaged across strata. With this approach, the treatment effect can easily be summarized as a relative risk, risk difference, or odds ratio.

When applicable, this approach has several advantages over multivariable modeling. A subtle advantage comes from observing how the propensity score is distributed between the two treatment groups. Once the patients are stratified into their propensity score quantiles, it may become apparent that there are very few treated patients in the lower quantiles and very few untreated patients in the upper quantiles. This distribution means that the data set contains very little information about the treatment effect from patients with extreme propensities to be treated. These patients are often excluded from the analysis, which results in more reliable inferences but ones that are restricted to patients with intermediate treatment propensities. Thus, propensity score analysis provides an easy way to visualize the types of patients for which the data are too meager to draw conclusions. This kind of stratified analysis also allows one to see immediately if the treatment effect varies among patients with different propensity scores. If it does, averaging treatment effects across all patients may be unwise. Thus, with stratified propensity
Sensitivity analysis: modeling the influence of an outcome predictor by assigning it an extreme value and recalculating the outcome.

Score analyses, the investigator can see where the data are sufficient to allow robust inferences and which patients receive most of the treatment effect. Knowing whether an average effect across a population fairly summarizes the response to treatment is a very desirable feature for CER because a heterogeneous response provides opportunities to tailor the treatment to the patient’s characteristics and preferences.

A practical advantage of propensity score analyses arises when there are few outcome events, which occurs quite commonly with serious harms of treatment (9). A cardinal rule of statistics is that one must have more outcome events than predictors, and robust inferences require many times more events than predictors. By bundling many potential predictors into one propensity score, almost all the statistical information in the data can be used to estimate the relationship of the treatment to the outcome instead of wasting some of that information by estimating individually the effects of many potentially confounding variables whose effect is of interest only in the aggregate.

The propensity score can also be included in a traditional regression model together with the treatment variable. This approach is more efficient when the model fits well but at a cost of losing the robustness of the nonparametric summary and the insights achieved by forcing the analyst to examine the propensity score distribution.

A final subtle and underappreciated difference between propensity and traditional regression approaches is that they are actually estimating different kinds of causal effects. The propensity score estimates an effect—the “counterfactual” effect—that might be regarded as most relevant to public health. It estimates the effect of the entire population receiving the same treatment compared with that same population receiving the alternative treatment. In contrast, traditional regression approaches estimate the treatment effect on an individual, controlled for all their other characteristics. In practice, these effect estimates usually turn out to be quantitatively close. In situations when they are not, the propensity score analysis is a better estimate of population effect.

The main limitations of propensity analyses are that their use becomes more complex when treatment choices are not binary, and this method also shares the limitation with standard regression modeling that it cannot control for unmeasured confounders. Also, when particularly strong confounders are included in the propensity score, the building of the propensity model requires experience and sophistication.

In summary, propensity score analyses are well suited to CER because they attempt explicitly to model the process by which patients are selected for therapy. They also focus statistical attention on the treatment effect, which minimizes loss of information from estimating separate confounding effects that are peripheral to the purposes of the analysis. They can provide insight into subgroups of patients to whom the average effects do not apply (because their effect is different) or cannot apply because the data in those subgroups are too sparse to estimate an effect.

Coping with Confounding: Sensitivity Analysis

Sensitivity analysis is a general technique that can be applied to the problem of confounding. The basic principle is straightforward: Alter a model for predicting an outcome by changing its structure or the value of a variable and recalculate the predicted outcome. If the outcome does not change much, the variable (or the structural element) probably does not explain variation in the outcome. Similarly, if the coefficient of an independent variable does not change over a wide range of values assigned to another variable, the variable is not an important determinant of the importance of the independent variable.

Sensitivity analysis is also used to test the importance of a hypothetical unmeasured confounder in a multivariable model of an outcome. The analyst inserts a variable into the data set and into the model to represent an unmeasured confounder. In the case of a dichotomous
variable (e.g., male versus female gender), the analyst would assign one extreme value to the variable (everyone in the data set is female) and calculate the model. Then the analyst would assign the other extreme value (everyone is male) and recalculate the model. If the coefficient (e.g., weighting factor) of each variable in the model does not change, an unmeasured confounder would not change the model even under extreme assumptions about its value (59).

Coping with Confounding: Instrumental Variables

An “instrument” is something that is an external cause of the intervention or exposure but is by itself unrelated to the outcome. The perfect instrument is randomization itself, which affects the treatment given but has no relation to outcome except through the treatment. An instrumental variable has this same characteristic, but instead of a physical randomization process, one can imagine that the variable represents a “natural” randomization process (11, 12). What we often call “natural experiments” typically have an associated instrument, such as a policy change, a geographic difference, or a natural phenomenon that separates people seemingly randomly into two groups. But true randomization creates groups that either receive a therapy or not. In contrast, two groups with different values of the instrumental variable might have different chances of receiving the intervention, e.g., an 80% chance versus a 40% chance. Comparing outcomes between groups who have different values of the instrumental variable is then like comparing groups that are randomized to receiving an intervention with different probability. This probability is unaffected by individual characteristics, in contrast to the situation in typical clinical practice, where individual characteristics are an important driver of what treatment is given. If such an instrumental variable exists, it provides the opportunity to analyze an observational study as though it were a randomized trial, controlling for both measured and unmeasured confounders.

An instrumental variable analysis divides the population into subgroups according to the value of the instrumental variable. The rates of treatment in these subgroups are compared to see if the treatment rates differ. If the treatment rates do differ, but the outcome in each subgroup is not different, then the treatment cannot cause the outcome. Conversely, if outcomes differ among the groups, we can with some confidence causally attribute that difference in outcomes to the intervention (Figure 3).

This method has long been used in economics research but saw comparatively little application in biomedical research until 1994, with the publication of a now-classic article by McClellan and colleagues (51). McClellan and colleagues studied a question that was unlikely to be tested in a randomized study: the extent to which invasive interventions (cardiac catheterization, angioplasty, and bypass surgery) affect the mortality rate from acute myocardial infarction. They hypothesized that distance from a patient’s home to the treating hospital would be independent of patient characteristics and outcomes. Their instrumental variable was the distance between home and a hospital with (versus without) invasive cardiac testing and treatment facilities. Their choice fulfills the definition of an instrumental variable because distance from cardiovascular specialty services is associated with the use of those services, but geographic distance per se is not causally linked to the outcome of heart disease. They divided patients into those cared for at nearby (versus distant) hospitals. The clinical characteristics of the two groups were quite similar, a result that is

---

**Figure 3**

Instrumental variable analysis. The figure has been modified slightly from a slide kindly provided by Alan Brookhart, Ph.D.

An instrumental variable analysis divides the population into subgroups according to the value of the instrumental variable. The rates of treatment in these subgroups are compared to see if the treatment rates differ. If the treatment rates do differ, but the outcome in each subgroup is not different, then the treatment cannot cause the outcome. Conversely, if outcomes differ among the groups, we can with some confidence causally attribute that difference in outcomes to the intervention (Figure 3).

This method has long been used in economics research but saw comparatively little application in biomedical research until 1994, with the publication of a now-classic article by McClellan and colleagues (51). McClellan and colleagues studied a question that was unlikely to be tested in a randomized study: the extent to which invasive interventions (cardiac catheterization, angioplasty, and bypass surgery) affect the mortality rate from acute myocardial infarction. They hypothesized that distance from a patient’s home to the treating hospital would be independent of patient characteristics and outcomes. Their instrumental variable was the distance between home and a hospital with (versus without) invasive cardiac testing and treatment facilities. Their choice fulfills the definition of an instrumental variable because distance from cardiovascular specialty services is associated with the use of those services, but geographic distance per se is not causally linked to the outcome of heart disease. They divided patients into those cared for at nearby (versus distant) hospitals. The clinical characteristics of the two groups were quite similar, a result that is
consistent with their hypothesis that the instrumental variable divided the population into two prognostically equivalent groups. Patients relatively near a hospital with catheterization and invasive treatment were much more likely to receive those interventions, but distance to the hospital was not associated with better survival, a result that could rule out a causal relationship between invasive treatment and survival.

Instrumental variable analysis is the only method (aside from actual randomization) that is potentially unaffected by unmeasured confounding, because, like randomization, the receipt of treatment is related to an essentially random process. However, such analyses are always subject to questions about how “good” the instrument is, i.e. whether the outcome is truly independent of the value of the instrumental variable. For example, the assumption in the McClellan et al. study that distance from a hospital was not related to cardiovascular outcomes would not hold if patients more likely to die from heart attacks, in ways we could not measure, deliberately chose to be closer to more fully equipped hospitals.

So, as with true randomization, in which investigators must attest to the fidelity of the randomization and blinding process, the users of instrumental variable analysis must present a convincing case that the instrumental variable is not in some way selecting for patients at different risk for the outcome, independent of treatment. This typically cannot be proven empirically in an individual study. Therefore, one is left with a justification based on expert opinion rather than hard evidence for the internal validity of the contrast between the groups with different values of the instrumental variable. Instrumental variable analysis can also hide important heterogeneity of treatment effects (2), just as sometimes occurs in clinical trials.

Instrumental variable analysis is a potentially powerful method for analyzing observational data, especially data derived from natural experiments. Its strongest application is to show that an intervention does not affect outcomes, which is important information in a practice environment plagued by uncritical adoption of new tests and treatments. The shortcomings are the difficulty of verifying the principal assumptions of the method, as illustrated in Figure 3, and of discovering valid instrumental variables.

RANDOMIZED TRIALS

Confounding, the scourge of observational research, is usually of minor concern in randomized trials. However, the three essential elements of CER will, each for different reasons, require larger trials than heretofore necessary. First, direct comparisons of active treatments will usually result in similar outcome rates in each arm. Second, the desire for study populations (doctors, patients, institutions) that are typical of usual practice will usually require trials to be performed in community settings, in which adherence to study protocols may be difficult to achieve. Deviations from study protocols may cause more variation, wider confidence intervals, and therefore larger studies to achieve adequate power. Third, the search for clinical characteristics that define patient groups with stronger or weaker responses to treatments will require comparing the outcomes of treatments in subgroups defined by clinical characteristics. Drawing statistically valid conclusions in subgroups requires larger study populations. Problems with the conduct of randomized trials will also affect their ability to answer CER questions.

Cluster Randomized Trials

When an IOM committee established priorities for CER, comparison of methods to improve translation of CER results into practice led the list of high-priority topics (37). Cluster trials meet the requirements of comparing interventions to improve care remarkably well. In cluster randomized trials, randomization is by group, typically a practice site, rather than by individual patient. In a cluster trial, each site typically implements only one intervention. This feature solves several logistical problems that would otherwise plague efforts to compare interventions to change the delivery of care.
First, implementing two interventions side by side in the same site creates chaos at every level. Logistics aside, implementing a single intervention at a site improves external validity because it is usual practice in the real world. As a general principle, comparisons of interventions that are implemented at a unit level should be randomized at the level of that unit. Second, enrolling patients and obtaining informed consent are much easier to integrate into routine care if everyone receives the same intervention. Third, comparing two interventions will usually be easier logistically if only one is available at a site, if only because it reduces the burden of informing patients about the choices. Fourth, using the site’s administrative leaders to help implement the intervention is easier when they must organize the staff to implement a single intervention rather than two or more. A single intervention in the organization and delivery of care is difficult enough to implement successfully without doubling the burden. Fifth, contamination of one arm of a trial by the intervention in the other arm is unlikely in a cluster trial. Sixth, institutional committees for protecting human subjects of research often waive the requirement for documenting individual consent to participate when everyone at a site receives the same intervention (20, 63). This practice arouses less controversy when the intervention is a quality of care improvement (49). In short, when the intervention alters patient care work- flow or when contamination of one arm by another is likely, a cluster trial is the solution.

A cluster randomized trial of three interventions to reduce colonization with methicillin-resistant Staphylococcus aureus (MRSA) illustrates the essential features of the method (57). Forty-five Hospital Corporation of America hospitals were randomized to receive one of the interventions. The randomization was stratified by intensive care unit workload and by frequency of MRSA colonization. All units in a hospital received the same intervention. The interventions used the hospital’s in-service education, compliance, and adherence monitoring programs. Regular, on-site teams implemented the intervention, rather than especially created teams. The primary outcome is the number of unit patients with a positive culture for MRSA. The institutional committee for the protection of human subjects of research waived the requirement for individual consent, citing minimal risk to the patient. The total cost of the study is less than $2 million. The study is ongoing.

Several features of cluster randomization require attention. First, unlike trials in which randomization is by patient within sites, in cluster trials, patients within a site are not independent of one another. They have in common the characteristics of patients attracted to the site, they all experience the clinical routines of practice at that site, and they receive care from the same physicians. Therefore, the between-patient variation at one site is less than if patients were independent of one another, as assumed in the standard method for calculating confidence intervals. Special statistical methods, such as hierarchical models, must be used to adjust for the tendency of outcomes to cluster by site so that confidence intervals are not inappropriately narrow. Such methods widen the confidence intervals, which means that, for a given number of patients, the statistical power of cluster trials is lower than it would be if patients were randomized individually. The power of cluster trials is often determined more by the number and variety of participating sites than by the number of participating patients. Enrolling many patients is easier with cluster trials but less important than enrolling enough sites.

Pragmatic Trials

Pragmatic trials (also called practical trials) are effectiveness trials; they study interventions in typical practice and in typical patients, another foundational feature of CER (48, 73). Because pragmatic trials are, by definition, intended to inform decision makers, they align with the goals of CER. They contrast with efficacy trials, which establish whether an intervention works under ideal circumstances and which typically exclude patients with comorbid conditions, advanced age, and other features. A classic
example of a pragmatic trial was GISSI (30). In this unblinded study, 11,806 patients admitted at 1 of 176 coronary care units within 12 h of symptoms of a myocardial infarction were randomized to a clot lysing drug (streptokinase) or to usual care. The primary outcome, all-cause mortality at 21 days, was 10.7% in the streptokinase group and 13% in the usual care group.

In a pragmatic trial (48), study patients have the typical comorbid diseases of those who receive the compared treatments in usual practice, and their demographic characteristics closely resemble the typically treated patients (or the study may oversample key demographic groups). They compare active treatments provided in typical hospitals, outpatient settings, and practitioners. The researchers choose the outcome measures to meet the needs of decision makers, sometimes using decision analysis to identify the factors that should sway the decision (71). To minimize the costs of the trial, only the most pertinent data are obtained. Similarly, all-cause mortality may be the preferred outcome because linkage to national death indexes makes it possible to obtain long-term follow-up without incurring the costs of contacting the patient. The PRECIS (pragmatic—explanatory continuum indicator summary) framework is intended to help trialists assess where a proposed trial lies on the continuum between pragmatic and explanatory (71).

Pragmatic trials arguably combine the advantages of randomization (high internal validity) and observational research (high external validity). However, pragmatic trials have important shortcomings for achieving the goals of CER. They often do not measure key intermediate outcomes, such as adherence to the assigned treatment, that may help to understand the study results. For logistical reasons, they are often restricted to measuring easily ascertained and adjudicated outcomes, which means that some trials do not collect cause-specific outcome measures. Limiting data collection may mean that a trial will not measure baseline covariates that may help to define subgroups that are useful for personalized decision making. These shortcomings mean that pragmatic trials without such measurements may not adequately inform all decision makers (e.g., the patient versus the policy maker) and may fail to identify the means to individualize care or understand why an intervention succeeds or fails.

Adaptive Trials

Traditional randomized trials are not well suited to a dynamic environment in which accumulating evidence sends early signals about ultimate outcomes and new interventions enter the marketplace as the trial continues. The hallmark of traditional studies is that most if not all aspects of the design and analyses are prespecified and do not change during the trial. An adaptive trial’s design changes in response to accumulating data. These changes can encompass almost any aspect of the design, from the number of arms, nature of treatments, sample size, and even outcome measures. The goal of such changes is to maximize the efficiency of the study and its relevance when completed.

The machinery of Bayesian analysis is usually the means to achieving the flexibility of adaptive trials. Reliance on traditional “frequentist” statistical approaches, in which a result either is or is not statistically significant, can lead to yes-no verdicts that oversimplify the results and ignore the pretrial odds that one treatment would be superior (26, 27). Adaptive trials address these shortcomings in a way that may potentially make better use of data and reach a useful answer more quickly (8). The Bayesian framework formally accounts for prior knowledge, including biological plausibility and prior studies, to estimate the pretrial odds that, for example, treatment A is superior to treatment B. As trial results accumulate, the odds that treatment A is superior are periodically recalculated with Bayes’ theorem. When those odds reach a prespecified threshold, the trial of A versus B ends. If the odds that B is superior rise, the A arm may be dropped in favor of comparing B with a third treatment. Or the odds that A is superior may rise above a threshold and the trial ends. If a new treatment emerges,
for which the pretrial odds of superiority are high, the winner of A versus B may be matched against it. If a subgroup appears to enjoy particular benefit, the trial can oversample patients in that subgroup, a key element for the purposes of CER, which is often to identify subgroups of patients who share the potential for greater-than-average benefit from an intervention. Other advantages for CER include the ability to consider multiple interventions, focusing experimental resources on the best interventions, and the flexibility to introduce new interventions when they first appear to have a performance advantage.

The trial community, including manufacturers, has been receptive to adaptive trials. The U.S. FDA has issued a guidance document for device trials (75) and more recently for adaptive drug trials (76), and reports of adaptive drug trials have been published (24, 43).

TREATMENT-RESPONSE HETEROGENEITY

Treatment-response heterogeneity (also called heterogeneity of treatment effects) refers to variation in the direction and/or magnitude of response to the same treatment (44). This heterogeneity can be a function of an individual’s characteristics, or those of the disease, treatment, care setting, providers, or external factors. The search for treatment-response heterogeneity is an important element in CER for several reasons. First, one of the goals of CER is to identify ways to optimize treatment for an individual. Second, by design, CER will enroll representative community-based populations that can exhibit heterogeneity in the many aspects that affect the response to treatment. Third, because CER tends to make head-to-head comparisons of active therapies, the differences in average treatment effect may be small, shifting the emphasis to those factors that would magnify the treatment effect for individuals.

Two studies illustrate the basis of heterogeneous treatment response, which is nonrandom variation within a population. The usual ways to detect it are either with stratified analyses of subgroups or with multivariable modeling of response to treatment using treatment–clinical (or genetic) variable interactions to detect variables that define subgroups of patients that differ in response to treatment. These interactions are most plausible when prespecified. In one study, the authors reanalyzed the results of a randomized trial comparing coronary bypass surgery with medical management of chronic stable angina (17). The authors developed a model to predict five-year cardiovascular mortality and used it to estimate each trial patient’s probability of an outcome event. They divided the trial participants into high-, medium-, and low-risk tertiles and compared the outcome rates within each tertile. Surgery was superior to medical treatment for high-risk patients and inferior in low-risk patients, and surgery and medical treatment were equal in intermediate-risk patients. In another example, the authors subdivided the sites of a placebo-controlled randomized trial of propranolol to prevent death after a myocardial infarction. Over all sites, propranolol was superior. In 21 sites (dominant centers), the mortality was higher with placebo, and in 10 sites (divergent centers), the mortality was higher with propranolol (35).

Treatment-response heterogeneity can occur, but its frequency and clinical impact are not known. Its frequency will become clearer as researchers design studies with adequate power to detect it and confirm it in follow-up studies. Randomization with respect to treatment assignment is preserved in a subgroup analysis (e.g., by gender), so a difference in the treatment response within the subgroup (e.g., men versus women) is internally valid. However, attributing the difference in response to the defining subgroup characteristic (e.g., gender) is not valid because that characteristic itself is not randomly assigned and the subgroups could differ in other ways from each other, e.g. women in a study might be younger, or thinner, or have higher SES than the men (77).

Consider a hypothetical trial comparing treatment A to treatment B, which shows that treatment A was superior. Subgroup analysis shows further that patients taking a
particular vitamin responded better to treatment B than did patients who were not on the vitamin. Is this grounds for recommending the vitamin to everyone who gets treatment B? No. Those who take the vitamin might be different in other ways that affect their responsiveness to B, and those other ways cannot be changed by taking the vitamin. So taking vitamins is a marker of a person who might do better on B than those who do not take them, but giving everyone vitamins might have no impact on treatment B’s effectiveness.

Differing inherent responsiveness to therapy is only one cause of heterogeneity of treatment effects. Treatment harms can lead to nonadherence or dropout or just offset the benefits in ways that vary across patients so that the balance of harms and benefits varies. In addition, competing risks (such as surgical death) can alter apparent treatment responsiveness (41). For example, in an elderly person with a slow-growing cancer, death from age-related causes (e.g., myocardial infarction or dementia) may reduce the benefit of cancer treatment because patients do not live long enough to experience the effects of treatment, which may take a long time to appear.

The analysis of subgroup treatment effects is fraught with the problems of any exploratory analysis: An effect is unlikely to be true even if the new evidence seems compelling. Statistical methods to address this problem include formal Bayes, with low priors put on exploratory interactions (8); empirical Bayes, which shrinks back subgroup estimates to a common mean (18, 29); false discovery rates, which is a frequentist correction for multiple comparisons and a close cousin to Bayesian procedures (7); and traditional frequentist multiplicity corrections (36). The most important factor by far is a strong, evidence-based biologic rationale for the subgroup effect, which implies high prior odds that it is true.

SYSTEMATIC REVIEWS
The systematic review is one of the most important methodological advances of the past 25 years (53). By linking systematic reviews to recommendations for practice, the U.S. Preventive Services Task Force and the Task Force on Community Preventive Services (1, 10, 22) have provided important leadership in the clinical and public health fields, respectively. The recent IOM report on standards for practice guidelines (38) is one of many authoritative sources to state that performing a systematic review is the essential first step in making recommendations for practice. Systematic reviews have become central to the process of establishing clinical policy (practice guidelines, practice measures), administrative policy (insurance coverage and benefit design), and public health practice.

Systematic reviews have great influence in part because the best systematic review authors take great pains to avoid bias. Systematic reviews have become a subdiscipline of clinical epidemiology, with standards set by, among others, the Cochrane Collaboration (33) and, more recently, the IOM report (39). Adherence to high standards is essential to sustain public confidence. Those undertaking a systematic review for the first time should follow the standards carefully and read some exemplary systematic reviews (56) before beginning.

The goal of a systematic review is an unbiased, clear description of a body of evidence (53). Because systematic reviews carry so much weight in present-day policy making, the review team should include individuals with prior experience in conducting systematic reviews and should avoid those with conflicts of interest. Review and comment are important at every stage of a systematic review; authors should obtain advice from stakeholders when designing the study protocol and should seek public comment on the study protocol and the results (39).

Two key features apply equally to the conduct of a systematic review of evidence bearing upon public health policy and clinical practice. First, the conduct of a systematic review should follow a prespecified plan, beginning with an analytic framework (a flow diagram indicating the key steps at which evidence might inform choice), which helps to identify the key
questions that the systematic review should address. Second, a qualitative evidence synthesis is the most important element of the systematic review. It describes the body of evidence on which the recommendation for action depends. It characterizes the diversity of study designs and study populations and the patterns of strengths and weaknesses within the body of evidence. Standardized ways to characterize a body of evidence qualitatively is the most important methodological gap in systematic reviews.

Whether to combine the results of studies by doing a quantitative literature synthesis (meta-analysis) is the pivotal decision in the conduct of a systematic review. It is important because readers want a straightforward summary of a body of evidence, and a meta-analysis serves this need by generating a pooled relative risk. However, meta-analysis is a simplifying technique that can be misused and misinterpreted. Performing a meta-analysis of a heterogeneous body of evidence is questionable practice. Although statistical methods can be helpful, the best way to characterize the heterogeneity of the body of evidence is the qualitative literature synthesis. Here is a point at which public health systematic review practice should diverge from clinical systematic review practice. The body of evidence in most clinical systematic reviews is composed of randomized trials, a relatively homogeneous and bias-free study design. Most studies of the effectiveness of public health interventions are observational, which may include the gamut of study designs, all of which are strongly susceptible to bias and confounding. A meta-analysis may amplify the effects of these threats to internal validity. Public health systematic reviews should depend on a qualitative literature synthesis and avoid meta-analysis.

As currently defined, CER will make demands on meta-analysis methodology. First, the search for treatment-response heterogeneity will generate lists of predictors of response to treatment (Figure 1). Combining these lists from different CER studies will require meta-analysis methods. Second, as already noted, observational research, which will play an important role in CER, is susceptible to bias and confounding, effects that meta-analysis can amplify. Third, meta-analysis of studies of diagnostic tests is an unsolved problem. Many of the high-priority research questions in the IOM report address the comparative effectiveness of imaging tests. Methods to combine the results of studies of test sensitivity and specificity have not advanced in several decades despite dissatisfaction with current methods. Fourth, cross-sectional CER studies will generate clinical prediction rules for estimating pretest probability, and longitudinal studies will generate risk-assessment tools to estimate the probability of future events. Before clinicians can take full advantage of the broad base of study populations in a body of risk-prediction studies, researchers must develop informative methods for displaying (and perhaps combining) the risk-prediction tools from these studies.

**DECISION ANALYSIS**

**Background**

Decision analysis is emerging as a central discipline in CER, largely because it addresses a foundational objective of CER—identifying the best decision for a particular patient—and because it rests on axioms and theorems derived from first principles of logic. Decision analysis can also help to identify the targets of research by showing which variables are the most important in decision making and calculating the expected value of information. Finally, many cost-effectiveness analyses are based on decision models. Decision analysis is a highly evolved, specialized discipline. This brief account focuses on the basic principles, which are covered in several textbooks (67, 80), how clinicians use the results of decision analyses, and how CER will generate the data needed for decision analyses.

**The Basic Principles**

When people use subjective judgments and feelings to make decisions, as they usually do in
in medical decision analysis, a quantitative measure of preference for a health state obtained by using the standard reference gamble.

Utility: in medical decision analysis, a quantitative measure of preference for a health state obtained by using the standard reference gamble.

Two important elements of everyday decision making are usually subjective. One is uncertainty about whether an event will occur or has occurred. Representation of uncertainty by a probability is a basic principle of decision analysis. Probability can be subjective or frequentist. In the former, a person picks a number between 0 and 1.0 to represent her uncertainty about future events (“what is the likelihood that this person will develop heart disease?”) or present states (“what is the likelihood that this person has heart disease now?”). Subjective estimates of probability are subject to systematic errors (74). The frequentist interpretation of probability requires empirical observations about the incidence of events or the prevalence of disease in groups. As an expression of population averages, frequentist probability best applies to an individual as a starting point for subjective estimates based on the characteristics of the individual (74).

The second subjective element is a person’s feelings about present or potential future health states. Before making a decision that could result in better health, worse health, or the status quo, people should examine their feelings about these states relative to one another. Techniques exist to assign numbers to these subjective relative feelings. The standard reference gamble, which has the strongest theoretical basis, involves determining when a gamble between two outcomes seems equivalent to an intermediate health state. The time–trade-off method asks the patient to name the shortest lifetime in perfect health that she would accept in exchange for her life expectancy in an intermediate health state. The results with either method can be surprisingly reproducible (54) but are sensitive to the framing of the description of the health states (52).

Expressing feelings in terms of numbers is important because probability and preferences are the key elements in expected utility decision making. Von Neumann & Morgenstern in *Theory of Games and Economic Behavior* (78) showed that the patient should prefer the decision option with the highest expected utility to be consistent with his preferences for the health states that he might experience. This strong claim, which is based on first principles, is a compelling theoretical argument for using decision analysis to make difficult decisions. Expected utility is the product of the probability of an outcome multiplied by the utility of the outcome. The latter is usually expressed in quality-adjusted life years, which are the product of the patient’s life expectancy in a health state multiplied by the patient’s utility for that state.

Sensitivity analysis is a key technique in decision analysis. Each parameter in a decision model has an assigned value, typically the most likely one. Sensitivity analysis consists of calculating the expected outcome after substituting first the lowest and then the highest values of a parameter. If the outcome does not change, the parameter does not drive the decision.

How Is Decision Analysis Used? How Will It Be Used?

Decision analysis is perfectly suited for individual decision making, with its emphasis on individual probabilities and utilities. A decision analysis created for a single patient is unusual because creating a decision tree, searching the literature for evidence-based probabilities, and eliciting a patient’s utilities are very time-consuming. Still, clinicians frequently make decisions that are influenced by a decision analysis. This apparent paradox refers to the use of decision analysis in the development of clinical practice guidelines. For example, decision analyses helped expert panels to formulate guidelines for screening for breast cancer (50), colorectal cancer, cervical cancer (19), and sore throat (13, 42). Current diagnostic practices for suspected pulmonary embolism (60, 61) and suspected chronic stable ischemic heart disease (81) have been shaped by clinical prediction rules to estimate pretest probabilities, the
sensitivity and specificity of diagnostic tests, and Bayes’ theorem. So, decision analysis helps to shape standard practice without being used explicitly in individual cases. Another new direction is the incorporation of computer-based decision aids into electronic health record systems. With decision models and clinical prediction rules for estimating probabilities retrievable from the electronic medical record, individual decision analysis is becoming feasible in daily practice, especially with computer aids for estimating utilities (54, 70).

CER and Decision Analyses: Clinical Prediction Rules

Clinical prediction rules form a bridge between subjective and objective probability because they use empirical observations to estimate the probability that corresponds to an individual’s clinical findings (58). They predict the patient’s present, unknown state (diagnostic prediction rule) or a future event (prognostic prediction rule). In either case, the prediction rule is based on an empirical study of which findings are the best predictors. The starting point is a study population with a common clinical finding, such as chest pain. The researchers obtain a standard data set that includes candidate predictors of the outcome. The study design is either cross-sectional (for a diagnostic prediction rule, the outcome is the patient’s present state) or cohort (for a prognostic prediction rule, the outcome is a future event). In both cases, a multivariable analysis identifies the findings that are most strongly predictive of the outcome and assigns to each a weight that reflects how well it discriminates.

How are clinical prediction rules used? A diagnostic prediction rule produces an estimate of a patient’s pretest probability of the target condition (e.g., coronary artery disease in a patient with chest pain). Using Bayes’ theorem and the pretest probability, it is easy to calculate the post-test probability if the test’s sensitivity and specificity are known. A prognostic prediction rule estimates the probability that the patient will experience a future event, an important input to a decision analysis.

Published standards describe good research practice for developing (in the training set) and validating (in the test set) clinical prediction rules (47, 79). To evaluate a clinical prediction rule, it must be tested in a fresh population or, using bootstrap methods, in many randomly chosen subsets of the training set (21, 32). Questions to ask of a clinical prediction rule follow: What is the range of probabilities corresponding to the range of possible findings (none of the key predictors to all of them)? What is the distribution of patients across the range of probabilities? Accounting for any differences in prevalence of the target condition (66), how closely do the probabilities in the test set match up with those in the training set (calibration)? How well does the rule discriminate between those who have the target condition and those who do not [discrimination, area under the receiver operating characteristic (ROC) curve]? Recently, researchers have compared discrimination or reclassification (14, 15, 40) with a prediction rule using clinical predictors of a future event alone or clinical predictors plus a test result (including genetic tests) (16, 55). The ultimate test of a clinical prediction rule is whether using it improves clinical outcomes, reduces costs, or both (58, 68, 69).

CER and Decision Analyses: Modeling Long-Term Outcomes

Decision analyses typically use life expectancy (defined as the average length of life remaining at a specified age) as an outcome. However, most randomized trials follow patients on treatment for a limited period, not until death. Decision analysts cope with this limitation by modeling lifetime outcomes.

The most commonly used approach is the declining exponential approximation to life expectancy (the DEALE) (3, 4). Empirically, the probability of being alive after a specified age follows a curve that is best approximated by a complex mathematical formula called the Gompertz Function. For patients with
serious illness, the mortality rate is approximately constant over time, which means that the probability of being alive after an event can be represented by a declining exponential function. This approximation simplifies the calculation of life expectancy from postintervention survival statistics because life expectancy equals 1 divided by the patient’s total mortality rate, which is the sum of the mortality rates from each of the patient’s diseases (4, 67). The DEALE approximation assumes that the death rate from a disease is constant over time, which may not be true as a person ages.

A second approach to estimating life expectancy is to simulate a series of hypothetical patients as they pass through several health states to death using a Markov model (5, 64). The key elements of a Markov model are health states, transition probabilities between health states, and the cycle length (a period of time, such as one year). Uncertainty about whether a transition between health states occurs during a cycle is represented by the transition probability. The number of cycles until the hypothetical person enters the dead state is the length of life for that person. This process is repeated for many hypothetical people. The time to death will vary between simulated patients according to the play of chance; the average time to death is, by definition, the life expectancy.

**COST-EFFECTIVENESS ANALYSIS**

Collectively, the U.S. population is worried about the high cost of health care. Individually, people are worried that they will not have access to specific interventions because insurers are unwilling to pay for them. Reflecting this ambiguity, the United States has no societal consensus about the use of techniques for estimating the value of health care interventions. Therefore, methods such as cost-effectiveness analysis are not used for making decisions about federally insured health care. Nonetheless, information about the value of health care and public health interventions is important to many stakeholders in health care.

According to the Federal Panel on Cost-Effectiveness in Health and Medicine (25), cost-effectiveness is “a method designed to assess the comparative impacts of expenditures on different health interventions” (p. 26). Equivalently, it compares the health effects that result from alternate uses of a given amount of health care resources (23). Cost-effectiveness, like CER, always compares alternative choices. The appropriate measure, therefore, is incremental cost-effectiveness: the difference in costs due to using one intervention instead of another divided by the difference in their health outcomes.

CER studies can measure the costs of care associated with each of the compared interventions. These costs include direct costs, usually defined as the costs to produce the health care service. Most of these costs are incurred by the provider of the service who then is reimbursed at a rate that is negotiated with the payer. A few costs, such as transportation to the doctor’s office, are paid by the patient. Indirect costs are defined as all other costs. Indirect costs are mostly opportunity costs: money not earned because the patient is receiving health care. The difference in cost attributable to the intervention (versus the alternative choice) is the numerator in the cost-effectiveness ratio.

The denominator of the cost-effectiveness ratio is the impact of the intervention on health. Cost-effectiveness analysis measures incremental effects, so the impact on health is measured by differences in quality-adjusted life years (QALYs) attributable to the intervention as compared with the alternate choice. The change in QALYs is the difference between the products of the life expectancies associated with two compared interventions and the patient’s utility for the health states associated with those two life expectancies.

The usual measure of the health impact of medical care, the QALY, is the product of two numbers. One is years of life remaining (LE or life expectancy). The other (Q) is a measure of the quality of life, customarily on a scale of 0 to 1. Most cost-effectiveness analyses apply to populations. The health utility index (HUI) has been used widely to assess population-level
utilities for different diseases (34, 72). Researchers interviewed individuals from the general population to assess their utilities for their state of health using the standard reference gamble. They also assessed functional status along seven dimensions of health (e.g., mobility, fertility). Using these variables, they developed a scoring system to predict a person’s utility for a health state. The investigators administered the HUI instrument to patients with a disease to define the distribution of utilities of patients with the condition. The HUI can be used to estimate an individual’s utility rather than assess it directly with the standard reference gamble.

The impact of an intervention on remaining life may be measured directly through a CER study that measures costs and outcomes. However, most cost-effectiveness analyses model costs and outcomes using data from the existing literature or, alternatively, from a CER study designed specifically to obtain the data needed for the model. Analysts seldom have the opportunity to use data obtained expressly for a decision model. CER will provide this opportunity.

Cost-effectiveness analysis is relevant to several settings. One is policy making for clinical care interventions, which would be applied at the population level using average figures for life expectancy, quality of life (utilities), and probabilities (and their distributions in the community). A second would be decision making for individuals, typically patients who are paying for their health care out-of-pocket and are concerned about getting value for their money. The parameters of the analysis would be the individual’s probabilities, utilities, and costs. In practice, cost-effectiveness analysis for individual decision making seldom occurs, but it could become more common as payers shift the costs of health care to the individual. Finally, cost-effectiveness analysis can apply to interventions implemented at the population level outside the medical care setting (interventions in the public health system). The costs would be those incurred by the public health system, the probabilities would be the population average probability, and the utilities would be derived from the population through surveys or application of the HUI.

Cost-effectiveness analysis has been applied to public health interventions. In a review, Graham and colleagues (28) focused on several conditions, of which prevention of trauma is illustrative because the interventions were at the population level. Examples include air bags, seat belts, compulsory motorcycle helmet use, daytime running lights, a 55 miles per hour speed limit, and mandatory bicycle helmet use. Outcome measures were lives saved. No study used QALYs. The analyses took the societal perspective. Some studies used sensitivity analysis for uncertain variables in the model. The authors called for analysts to use more uniform methods to increase the credibility of analyses for public policy making. They pointed out that cost-effectiveness is one factor among many in public health decision making, a point that applies equally to decisions about clinical policy.

SYNTHESIS

The two principal forms of CER are randomized trials and observational research. Trials provide results that can often be interpreted as cause and effect, which helps to ensure that the programs they inspire will have the intended effects. Trials are expensive, and CER trials will be especially expensive because the comparison of active treatments requires large study populations to avoid false-negative and false-positive conclusions. Observational studies can provide large study populations quickly and at low cost, important factors for PCORI, an organization that needs to show value to the public in the few years before 2019, when it is scheduled to come before the U.S. Congress for a reauthorization vote. Because of confounding and lower-quality data, policy makers and clinicians will be much more cautious about interpreting the results of observational studies as cause and effect and correspondingly cautious about acting on the findings. Formulating a research project agenda that strikes the right balance between these two forms of research, each with its advantages...
and disadvantages, will be a high-stakes process of decision making under uncertainty, the recurring theme of this review. One partial solution is to support methodological research on how best to formulate policy that is based on imperfect evidence. This methodological research will be an important legacy of the current public support for CER. Fortunately, it will be a legacy that can benefit the public health system.
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